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MAINTAINING SYNCHRONIZATION OF
VIRTUAL MACHINE IMAGE DIFFERENCES
ACROSS SERVER AND HOST COMPUTERS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application No. 60/839,157, filed Aug. 22, 2006, titled
“Remote Network Access Via Virtual Machine,” and U.S.
Provisional Patent Application No. 60/816,288, filed Jun. 23,
2006, titled “Remote Network Access Via Virtual Machine,”
the contents of which are hereby incorporated by reference
herein.

TECHNICAL FIELD

The present invention relates to printing from within vir-
tual machines and, more particularly, to accessing printer
resources provided by real computers from within virtual
machines.

BACKGROUND ART

Many organizations, such as corporations, hospitals and
universities, maintain enterprise computer networks to inter-
connect workstation computers, printers, storage devices and
other network resources. Such networks facilitate users’
access to data and application programs stored on the network
or on other workstations. Such networks also facilitate com-
munication, such as by electronic mail (e-mail), among work-
station users.

Some organizations allow their users to connect remote
workstations, such as home computers, to their enterprise
networks. Such remote connections facilitate working from
home or from some other “off campus” locations. For
example, a doctor may have admitting privileges at several
hospitals. The doctor may find it convenient to be able to
access patient data at all of these hospitals from one or more
locations, such as his/her primary clinical office or from a
workstation in any of the hospitals.

Information technology (IT) organizations prefer to man-
age workstations connected to their respective enterprise net-
works. For example, these organizations typically control
which operating system and which version of the operating
system executes on each workstation. Managed workstations
typically include prescribed anti-virus software. IT policy
may also prohibit users from installing unapproved software
or hardware on users” workstations to minimize the likeli-
hood of malicious software being installed on the worksta-
tions. In general, I'T organizations standardize the worksta-
tions to facilitate maintaining and upgrading the
workstations.

The desire to be able to access an enterprise network from
remote locations and the simultaneous desire to tightly man-
age all workstations connected to the enterprise network pose
problems. A virtual private network (VPN) connection can be
used to interconnect a remote user with an enterprise network.
A VPN connection is a secure computer network connection
between two points. The VPN connection is carried over
another network, typically a public wide area network
(WAN), such as the Internet. Communications between the
end points of a VPN connection are typically encrypted, so
their contents cannot be ascertained by unauthorized nodes
along the WAN. Software at the endpoints operates to estab-
lish a network link (independent of the carrying WAN)
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between the endpoints. Thus, a VPN connection makes the
exemplary workstation appear as a node on the enterprise
network.

However, connecting a remote user’s computer to an enter-
prise network via a VPN connection poses problems. For
example, such a connection can expose the enterprise net-
work to malicious software on the user’s computer.

One solution to this problem involves executing a managed
virtual machine on a user’s remote (host) computer. The
virtual machine provides protection against malicious soft-
ware that might execute on the host computer. A virtual
machine is instantiated (created) on a host computer by a
virtualization program and a virtual machine image file.
However, the virtual machine image file must be provisioned
(customized) for each remote user. Creating and distributing
such user-specific virtual machine image files is time con-
suming and expensive.

Furthermore, application programs and the like that are
executed by a virtual machine do not have access to printing
resources attached to the host computer, on which the virtual
machine is being hosted.

SUMMARY OF THE INVENTION

An embodiment of the present invention provides a method
of provisioning a customized virtual machine image to a user
on a host computer so as to permit establishment of a virtual
machine on the host computer. The method of this embodi-
ment includes providing a virtual machine image for loading
onto the host computer. This image has an operating system
and as yet is not customized to the user. The method addition-
ally includes providing previously generated customized
configuration data from a source outside of the image for use
by the operating system.

In further related embodiments, the method also includes
determining additional configuration data from predefined
rules and providing the additional data for use by the operat-
ing system. Optionally, the additional configuration data
includes a memory size associated with the virtual machine.

Alternatively or in addition, the virtual machine image also
includes instructions and data for establishing a VPN connec-
tion between the virtual machine and a computer environ-
ment. Optionally, the host computer is unmanaged. Also
alternatively or in addition, the virtual machine image
includes computer instructions establishing an automated
mini-setup procedure for the operating system and the cus-
tomized configuration data include data that are provided as
answers to the automated mini-setup procedure.

In further related embodiments, the virtual machine image
includes computer instructions establishing an authentication
component to implement authentication policy of an interac-
tive logon model, such component prompting for user-sup-
plied credentials necessary for establishing the VPN connec-
tion. Optionally, the authentication component also causes
generation of a log file external to the virtual machine, the log
file containing diagnostic information concerning at least one
application running in the virtual machine. The at least one
application may include the authentication component itself,
a VPN monitor, or a VPN helper or any combination of these
applications. Also alternatively or in addition, the virtual
machine image also includes instructions for causing log out
from the operating system in response closing of a user inter-
face window related to the virtual machine.

Inanother embodiment, the invention provides a method of
providing access by a remote computer to a computing envi-
ronment, such environment having a virtual private network
connection. The method of this embodiment includes provid-
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ing a virtual machine image for loading onto the remote
computer. This image (i) permits establishment of a virtual
machine on the remote computer, (ii) has an operating sys-
tem, (iii) includes instructions and data for establishing a
VPN connection between the virtual machine and a computer
environment, and (iv) is as yet not customized to a specific
user. The method also includes providing previously gener-
ated customized configuration data from a source outside of
the image to the operating system. The configuration data
permits the virtual machine to log in to the environment and
become registered onto a domain of the environment.

The further related embodiments generally correspond to
those discussed above. In further related embodiments, the
method also includes determining additional configuration
data from predefined rules and providing the additional data
for use by the operating system. Optionally, the additional
configuration data includes memory size associated with the
virtual machine.

Optionally, the host computer is unmanaged. Also alterna-
tively or in addition, the virtual machine image includes com-
puter instructions establishing an automated mini-setup pro-
cedure for the operating system and the customized
configuration data include data that are provided as answers
to the automated mini-setup procedure.

In further related embodiments, the virtual machine image
includes computer instructions establishing an authentication
component to implement authentication policy of an interac-
tive logon model, such component prompting for user-sup-
plied credentials necessary for logging onto the VPN connec-
tion. Optionally, the authentication component also causes
generation of a log file external to the virtual machine, the log
file containing diagnostic information concerning at least one
application running in the virtual machine. The at least one
application may include the authentication component itself,
a VPN monitor, or a VPN helper or any combination of these
applications. Also alternatively or in addition, the virtual
machine image also includes instructions for causing log out
from the operating system in response closing of a user inter-
face window related to the virtual machine.

Another embodiment of the invention provides a computer
program product. The product includes a computer-readable
medium on which is stored a virtual machine image for load-
ing onto a host computer. The image has an operating system
that is not as yet customized to a user. In a further related
embodiment the virtual machine image includes computer
instructions for causing customization of the operating sys-
tem to a particular user according to configuration data from
a source other than the computer-readable medium.

An embodiment of the invention provides a method of
accessing a printer that is available through a host computer.
The host computer has a printer driver and a host operating
system, and the host computer executes a virtual machine. In
response to a print request, the method includes producing an
intermediate description of the print request and passing the
intermediate description from the virtual machine to the
printer driver.

In related embodiments, the method also includes storing
the intermediate description on the host computer. The inter-
mediate description may be in a portable document format
(PDF). The intermediate description may be at least one com-
mand, including at least one graphic device interface (GDI)
command.

Another embodiment of the invention provides a computer
printing system. The system includes a host computer execut-
ing a real printer driver. The system also includes a virtual
machine operating within the host computer. The virtual
machine executes a virtual printer driver. The virtual printer
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driver is operative, in response to a print request, to produce
anintermediate description of the print request and to pass the
intermediate description to the real printer driver.

In related embodiments, the intermediate description
includes a file stored on the host computer. The file may be a
portable document format (PDF) file. The intermediate
description may include at least one command. The at least
one command may include at least one graphic device inter-
face (GDI) command.

An embodiment of the invention provides a method of
automatically obtaining at least one user credential. The
method includes connecting a security token to a port of a host
computer and executing a virtual machine on the host com-
puter. From within the virtual machine, the port is accessed
and data associated with at least one user credential related to
a user is read from the security token. Also from within the
virtual machine, the read data is used to log the user into an
operating system executed by the virtual machine.

Another embodiment of the invention provides a method of
automatically obtaining at least one user credential. The
method includes connecting a security token to a port of a host
computer and executing a virtual machine on the host com-
puter. From within the virtual machine, the port is accessed
and data associated with at least one user credential related to
auser is read from the security token. The read data is used to
establish a network connection between the virtual machine
and a server.

Yet another embodiment of the invention provides a
method of method of automatically obtaining at least one user
credential. The method includes connecting a security token
to a port of a host computer. The method includes executing a
virtual machine on the host computer and executing a virtual
machine player on the host computer. From within the player,
the port is accessed and data associated with at least one user
credential related to a user is read from the security token.
Also from within the virtual machine, the player is accessed
to obtain the read data.

In related embodiments, from within the virtual machine,
the obtained data is used to log the user into an operating
system executed by the virtual machine. In another related
embodiment, from within the virtual machine, the obtained
data is used to establish a network connection between the
virtual machine and a server.

Another embodiment of the invention provides a method of
automatically obtaining at least one user credential. The
method includes executing a host operating system on a host
computer and within the host operating system, caching at
least one user credential related to a user who is logged into
the host operating system. The host computer executes a
virtual machine. From within a virtual machine player, the at
least one cached user credential is obtained from the host
operating system, and the obtained at least one user credential
is used to log the user into an operating system executed by
the virtual machine.

An embodiment of the invention provides a method of
establishing parallel sessions between a host computer and an
integrated access server and between a virtual machine being
executed on the host computer and the integrated access
server. The method includes using a first session identifier to
establish a session between the host computer and the inte-
grated access server and using a second session identifier,
substantially identical to the first session identifier, to estab-
lish a session between the virtual machine and the integrated
access server.

In related embodiments, on the host computer, the first
session identifier is generated, based at least in part on iden-
tification data associated with the host computer. Information
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about the identification data associated with the host com-
puter is communicated from the host computer to the virtual
machine. The communicated information is used to generate
the second session identifier. The identification data associ-
ated with the host computer may be a media access control
(MAC) address of the host computer.

Another embodiment of the invention provides a method of
establishing parallel sessions between a first virtual machine
being executed on a host computer and an integrated access
server and between a second virtual machine being executed
by the host computer and the integrated access server. The
method includes using a first session identifier to establish a
session between the first virtual machine and the integrated
access server and using a second session identifier, substan-
tially identical to the first session identifier, to establish a
session between the second virtual machine and the inte-
grated access server.

In related embodiments, identification data associated with
the host computer is communicated from the host computer to
the first virtual machine. The communicated identification
data is used to generate the first session identifier. The iden-
tification data associated with the host computer is commu-
nicated from the host computer to the second virtual machine.
In addition, the communicated identification data is used to
generate the second session identifier.

The identification data associated with the host computer
may be a media access control (MAC) address of the host
computer. Communicating the identification data from the
host computer to the first virtual machine may include execut-
ing a virtual machine player on the host computer.

Yet another embodiment of the invention provides a
method of coordinating an access request from a computer to
a first integrated access server and an access request from the
computer to a second integrated access server, wherein the
first and the second integrated access servers maintain distinct
universes of patient identifiers. The method includes receiv-
ing a patient identifier that identifies a patient within the
universe of patient identifiers maintained by the first inte-
grated access server and sending the received patient identi-
fier to the first integrated access server. The method also
includes mapping the received patient identifier into a second
patient identifier that identifies the same patient within the
universe of patient identifiers maintained by the second inte-
grated access server and sending the second patient identifier
to the second integrated access server.

Inrelated embodiments, the method may include executing
a virtual machine on a computer. Sending the second patient
identifier may include setting the second patient identifier
from the virtual machine to the second integrated access
server.

An embodiment of the invention provides a method of
executing a virtual machine in a network that includes a
plurality of host computers interconnected to a file server. The
method includes storing a plurality of virtual machine images
on the file server and loading a selected one of the plurality of
virtual machine images from the file server onto a first
selected one of the host computers. The method also includes
executing the loaded virtual machine image on the first
selected one of the host computers.

In related embodiments, storing the plurality of virtual
machine images on the file server may include storing a
plurality of generic virtual machine images on the file server.
Optionally, after loading the selected one of the plurality of
virtual machine images from the file server onto the first
selected one of the host computers, the method may also
include automatically provisioning the virtual machine on the
host computer.
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In further related embodiments, the method includes sus-
pending execution of the virtual machine on the first selected
one of the host computers and storing information about the
suspended virtual machine on the file server. Suspending
execution of the virtual machine may include suspending
execution of the virtual machine in response to a user com-
mand issued on the first selected one of the host computers or
in response to information stored on the file server or in
response to a remote procedure call.

In yet further related embodiments, the method includes
loading the information about the suspended virtual machine
from the file server onto a second selected one of the host
computers, which is different than the first selected one of the
host computers. The suspended virtual machine may resume
execution on the second selected one of the host computers or
on the file server.

The information about the suspended virtual machine may
be loaded from the file server onto a computer server and
execution of the suspended virtual machine may be resumed
on the compute server.

Information about at least one other suspended virtual
machine may be loaded from the file server onto the compute
server and execution of the at least one other suspended
virtual machine may be resumed on the compute server.

Optionally, the virtual machine on the first selected one of
the host computers may be automatically provisioned. Stor-
ing the plurality of virtual machine images on the file server
may include storing a plurality of generic virtual machine
images on the file server, and the information about the sus-
pended virtual machine may include information about dif-
ferences between a current state of the virtual machine and
one of the generic virtual machine images.

Optionally, storing the plurality of virtual machine images
on the file server may include storing a plurality of generic
virtual machine images on the file server. After loading the
selected one of the plurality of virtual machine images is
loaded from the file server onto the first selected one of the
host computers, the virtual machine on the host computer
may be automatically provisioned. After provisioning the
virtual machine, execution of the virtual machine on the first
selected one of the host computers may be suspended, and
information about differences between a current state of the
virtual machine and one of the generic virtual machine
images may be stored on the first selected one of the host
computers.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be more fully understood by referring to
the following detailed description in conjunction with the
accompanying drawings, of which:

FIG. 1 is block diagram of a virtual machine operating
within a real computer, according to the prior art;

FIG. 2 is a block diagram of components for creating a
virtual machine image file of FIG. 1, according to the prior
art;

FIG. 3 is a block diagram of components for creating a
virtual machine image file, in accordance with one embodi-
ment of the present invention;

FIG. 4 contains a flowchart of operations related to creating
the virtual machine image file of FIG. 3, in accordance with
one embodiment of the present invention;

FIGS. 5A-B depict an exemplary user interface to one of
the components of FIG. 3, in accordance with one embodi-
ment of the present invention;
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FIG. 6 is a flowchart of operations related to creating com-
puter-readable media that contain the virtual machine image
file of FIG. 3, in accordance with one embodiment of the
present invention;

FIG. 7 is a block diagram of components for creating the
computer-readable media of FIG. 6, in accordance with one
embodiment of the present invention;

FIG. 8 is a block diagram of components for creating a
user-specific virtual machine from the computer-readable
media of FIG. 6, in accordance with one embodiment of the
present invention;

FIG. 9 is a flowchart of operations related to creating the
user-specific virtual machine from the computer-readable
media of FIG. 6, in accordance with one embodiment of the
present invention;

FIGS. 10A-B contain a flowchart of operations performed
by the virtual machine of FIG. 8 the first time the virtual
machine starts, in accordance with one embodiment of the
present invention;

FIG. 11 is a flowchart of operations performed by the
virtual machine of FIG. 8 if an end user closes the virtual
machine, in accordance with one embodiment of the present
invention;

FIG. 12 is a flowchart of operations performed by the
virtual machine of FIG. 8 each time the virtual machine starts,
in accordance with one embodiment of the present invention;

FIG. 13 is a block diagram of a printing system, according
to the prior art;

FIG. 14 is a block diagram of a printing system, in accor-
dance with one embodiment of the present invention;

FIG. 15 is a block diagram of a printing system, in accor-
dance with another embodiment of the present invention;

FIG. 16A is a block diagram of a virtual machine accessing
a security token, in accordance with one embodiment of the
present invention;

FIG. 16B is a block diagram of a virtual machine accessing
a security token, in accordance with another embodiment of
the present invention;

FIG. 17 is a block diagram of a virtual machine accessing
user credentials in a host computer, in accordance with one
embodiment of the present invention;

FIG. 18 is a block diagram of a host computer and a virtual
machine accessing an integrated access server, in accordance
with one embodiment of the present invention;

FIG. 19 is a block diagram of two virtual machines access-
ing an integrated access server, in accordance with one
embodiment of the present invention;

FIG. 20 is a block diagram of a host computer and a virtual
machine accessing two separate integrated access servers, in
accordance with one embodiment of the present invention;

FIG. 21 is a block diagram of two virtual machines access-
ing two separate integrated access servers, in accordance with
one embodiment of the present invention;

FIG. 22 is a block diagram of plural host computers con-
nected to a file server that stores a plurality of virtual machine
images, in accordance with one embodiment of the present
invention;

FIG. 23 is a block diagram of plural host computers con-
nected to a file server that stores a plurality of virtual machine
difference files, in accordance with one embodiment of the
present invention; and

FIG. 24 is a block diagram of plural host computers that
store respective virtual machine difference files, in accor-
dance with one embodiment of the present invention.

DETAILED DESCRIPTION OF SPECIFIC
EMBODIMENTS

The contents of U.S. Provisional Patent Application No.
60/839,157, filed Aug. 22, 2006, titled “Remote Network
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Access Via Virtual Machine,” and U.S. Provisional Patent
Application No. 60/816,288, filed Jun. 23, 2006, titled
“Remote Network Access Via Virtual Machine,” are hereby
incorporated by reference herein.

Definitions

As used in this description and the accompanying claims,
the following terms shall have the meanings indicated, unless
the context otherwise requires:

A “virtual machine” (sometimes herein called “VM”) is a
self-contained software environment on a host computer that
simulates a computer separate from the host computer, pro-
viding at least a degree of system independence from the
hardware and software environment of the host computer,
including the operating system of the host computer.

Virtual Machine

A virtual machine simulates actual computer hardware.
FIG. 11is block diagram of a virtual machine operating within
a real computer, according to the prior art. A host computer
100, such as a personal computer, includes real hardware 102,
such as a basic input/output system (BIOS), one or more
central processing units (CPUs), memory, one or more disk
drives and, optionally, other peripheral devices. The host
computer 100 executes a host operating system 104, such as
the Windows XP operating system available from Microsoft
Corporation, Redmond, Wash. Alternatively, other operating
systems, such as Linux, can be used. The host operating
system controls the real hardware 102 and provides an envi-
ronment 106 in which one or more application programs,
such as application 108, can execute. The host operating
system provides an interface between the application 108 and
the real hardware 102. If the host computer 100 is appropri-
ately equipped, such as with a network interface card (NIC),
the host operating system can establish a network connection
to another computer.

A “virtualization program” 110, is a program that executes
on the host (real) computer 100, typically independently of
the host operating system 104. The virtualization program
creates an environment 112, a “virtual machine” 112 (defined
above), in which other software can be executed. The virtu-
alization program 110 simulates operation of a computer. For
example, the virtualization program 110 provides virtual
hardware 114, including a BIOS, CPU(s), memory, disk
drive(s) and optionally other peripherals to software that
executes on the virtual machine 112.

The configuration of the virtual machine 112, such as the
CPU model, amount of memory, initial contents of the
memory, number of disk drives and their contents, are stored
in a virtual machine image file 116. Upon beginning execu-
tion, the virtualization program 110 reads the virtual machine
image file 116 and creates the virtual machine 112 according
to information in the virtual machine image file 116. Exem-
plary virtualization programs 110 are available from
VMware, Inc., Palo Alto, Calif; Parallels, Inc., Herndon, Va.;
and Microsoft, Inc., Redmond, Wash.

The virtualization program 110 may provide a virtual
machine user interface 117, which executes as an application
in the environment 106 created by the host operating system
104. The virtual machine user interface 117 typically com-
municates with the virtualization program 110, such as to
specify which virtual machine image file 116 the virtualiza-
tion program 110 is to use to create the virtual machine 112.
Once the virtual machine 112 is created, the virtual machine
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user interface 117 displays a window which displays outputs
from the virtual machine 112 and accepts user inputs for the
virtual machine 112.

The virtual machine 112 typically executes software just as
a real computer executes software. For example, the virtual
machine 112 typically executes an operating system 118. The
operating system 118 executed by the virtual machine 112
need not be the same operating system or version as the host
operating system 104 executed by the host computer 100. The
operating system 118 executed by the virtual machine 112
creates an environment 120 in which one or more application
programs, such as application 122, can execute.

The virtualization program 110 simulates interactions
between the software, such as the operating system 118 and
the applications 122, that executes on the virtual machine 112
and the virtualized hardware 114, such as disk drives and
network interface cards (NICs). Thus, the software executed
by the virtual machine 112 has a degree of isolation from
software executed by the host computer 100.

Provisioning a Virtual Machine

FIG. 2 is a block diagram of components for creating the
virtual machine image file 116 of FIG. 1, according to the
prior art. An image creation tool 200 provides a user interface
202, by which a user (typically an information technology
(IT) technician) interacts with the tool 200. In response to
commands and configuration parameters, such as BIOS type,
CPU model, amount of memory, initial contents of the
memory, number and types of disk drive(s), etc., the image
creation tool 200 creates a virtual machine 204.

The image creation tool 200 includes functionality similar
to the virtual machine user interface 117 (FIG. 1). Upon
instruction from the technician, the image creation tool 200
causes the virtual machine 204 to begin executing instruc-
tions, and the user interface 202 allows the technician to
interact with the virtual machine 204. For example, the tech-
nician can instruct the virtual machine 204 to install an oper-
ating system, such as from operating system components 206
stored on computer distribution media. The technician inter-
acts with the operating system installation procedure via the
user interface 202, as though the technician were interacting
with a real computer. This installation procedure is similar to
the procedures performed by computer vendors and/or end
users to provision real computers with information about the
hardware, software, user accounts, etc. of the computers. For
example, during operating system software installation, the
operating system typically performs tests to ascertain what
hardware is connected to the computer. In the case of install-
ing an operating system on a virtual machine 204, the virtu-
alization program 110 simulates virtual hardware 114, so the
operating system configures itself according to the virtualized
hardware available on the virtual machine 204.

In addition, the operating system typically prompts for a
name for the computer, user account information
(username(s) and password(s)), time zone, etc. As noted, the
technician supplies this information via the user interface
202. Setting up the operating systems usually requires the
technician to log in to the virtual machine 204 to perform
some of the setup. For example, once the operating system is
installed, the technician may join the virtual machine 204 to a
domain. The technician may also install one or more appli-
cations on the virtual machine 204, such as from computer
distribution media 208. The technician may also set param-
eters, such as browser favorites/bookmarks, etc., and perform
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other customizations. Fully setting up the virtual machine
may require restarting the operating system one or more
times.

After the virtual machine 204 is fully set up, the image
creation tool 200 creates the virtual machine image file 116.
The contents of the virtual machine image file 116 may
include a “snapshot” of the virtual machine 204 that defines
the state of the virtual machine. The image creation tool 200
can often set the virtual machine 204 to any state prior to
creating the virtual machine image file 116. For example, the
operating system ofthe virtual machine 204 can be shut down
(viathe user interface 202) and the state of the virtual machine
can be set to “powered down.” Each time the virtual machine
image file 116 is used to instantiate a virtual machine, the
virtual machine starts up in the last state stored in the virtual
machine image file 116.

An exemplary virtual machine image creation tool is avail -
able from VMware, Inc., Palo Alto, Calif. Conventional
image creation tools 200 are difficult to use, due to the amount
of detail, and the complexity of the details, a technician must
provide to the tool. Furthermore, the virtual machine image
files 116 created by such prior-art tools are user-specific. That
is, a given virtual machine image file 116 describes a virtual
machine that has been provisioned with a certain user
account(s) and application(s). Such a virtual machine image
file 116 is generally not useful to another user. Thus, a differ-
ent virtual machine image file 116 must be produced for each
user. Consequently, creating these user-specific virtual
machine image files 116 for all the users who require them
can consume a considerable amount of time and IT resources
(both human and computer resources).

Creating a Generic Virtual Machine

As noted, prior-art systems and methods for creating vir-
tual machine image files pose problems, because these image
files are user-specific, and creating user-specific image files is
time consuming. FIG. 3 is a block diagram of components for
creating a “generic,” i.e., not user-specific, virtual machine
image file 300, in accordance with one embodiment of the
present invention. Copies of this generic virtual machine
image file 300 can be distributed to one or more users, each of
whom can then use an automated procedure (described
below) to generate a user-specific virtual machine image file
(and, thus, a user-specific virtual machine) on his/her remote
computer. The generic virtual machine image file 300 can be
distributed to the users on computer-readable media, such as
a DVD disks. Optionally or alternatively, the generic virtual
machine image file 300 is stored on a server and downloaded
(such as via the Internet) by the users. Each user also receives
or downloads a token 302, which contains a small amount of
user-specific information that is used by the automated pro-
cedure to provision the generic virtual machine image file 300
for the particular user.

An IT technician or system administrator uses a virtual
machine project manager 304 to create the generic virtual
machine image file 300. Operations performed to create the
generic virtual machine image file 300 are summarized in a
flowchart of FIG. 4 and are described in detail below.

First, the virtual machine project manager 304 is used to
create a virtual machine 306 and install an appropriate oper-
ating system, application programs and data and perform
other customizations, as described above. The operating sys-
tem, application programs, etc. are selected to be suitable for
a number of users. Eventually, the virtual machine project
manager 304 “de-configures” the virtual machine. This de-
configuration includes removing user accounts that were cre-
ated while the operating system was being installed on the
virtual machine 306. The operating system is then “resealed.”
Thus, the first time the virtual machine is started on the
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end-user’s host computer, the operating system completes its
configuration, including setting up a user account specific to
the user and performing additional operations described
below. Consequently, the generic virtual machine image 300
does not include user-specific information, such as end-user
account information. Instead, the generic virtual machine
image 300 contains software and/or data that is suitable for a
number of users.

As shown in FIGS. 5A-B, the virtual machine project man-
ager 304 provides a user interface 308 that enables the tech-
nician to create and manage descriptions of different, but
related, virtual machines. Each of these descriptions is
referred to as a “project.”” The descriptions of these projects
are stored in a project data file 310. The projects are related to
each other in a hierarchical (tree) fashion, such that child
nodes of the tree inherit attributes from their respective parent
nodes.

For example, the technician can create one virtual machine
with a first set of applications installed on the virtual machine
and save a description of this virtual machine as a first project.
The technician can then use the first project to create another
virtual machine identical to the first virtual machine, without
creating the second virtual machine from the beginning.
Starting with this second virtual machine, the technician can
add or remove applications or perform other customizations
and save a description of the second virtual machine as
another project in less time than it would take to create the
second virtual machine from the beginning.

Thus, the technician can create a base virtual machine (that
may or may not be suitable for any group of users) and then
use this base virtual machine to create other virtual machines
that are suitable for different groups of users. Alternatively,
the technician can start with a project that describes a virtual
machine suitable for a first group of users (such as doctors)
and create a second project that describes a similar, but suit-
ably different, virtual machine that is suitable for a different
group of users (such as nurses).

Information, such as memory size or disk drive size,
appearing in the fields of FIGS. 5A-B is merely exemplary of
the type of data that can be entered into the virtual machine
project manager 304. The values shown in FIGS. 5A-B are
not meant to provide guidance in selecting values for any
particular project.

In one embodiment of the virtual machine project manager
304, for each project, the technician enters a project name to
identify the project. The technician also enters, or the project
inherits from a parent project, additional information, of the
general type listed in Table 1 and as described below.

TABLE 1

Typical Information for Generic Virtual machine

Pattern for naming each end-user’s virtual machine

Username and password for an account that can be used to add the
end-user’s virtual machine to a domain

Domain end-user’s virtual machine joins

Password for an administrator account on the end-user’s virtual machine

Operating system license key

Initial screen resolution, color depth, ete. of virtual machine

Size of virtual machine memory

Size of virtual machine disk

The pattern for naming the end-user’s virtual machine
referred to in Table 1 can include a concatenation of fixed
character strings and variables that are evaluated when the
virtual machine is created on the end-user’s host computer.
For example, the pattern “XY-
%USERNAME%RANDNUMA4” can indicate that the char-
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acters “XY-", the end-user’s username and a four-digit ran-
dom number are concatenated together to form the end-user’s
virtual machine name.

In a further embodiment of the present invention, the size
of virtual machine memory referred to in Table 1 specifies a
value that may be adjusted (increased or decreased) each time
the virtual machine starts. This is referred to as “dynamic
memory allocation,” and is described in detail below.

The password for the administrator account is the pass-
word that can be used to log on to an administrator’s account
on the virtual machine, once the virtual machine is opera-
tional on an end-user’s host computer. This administrator
password can, but need not, be the same as the administrator
password used while the operating system, etc. software is
installed on the virtual machine 306.

After the technician enters the information described in
Table 1, the virtual machine project manager 304 creates the
virtual machine 306. The technician interacts with the virtual
machine 306 via the user interface 308 and installs an oper-
ating system and, optionally, applications on the virtual
machine using software installation kits 312 and 314. The
technician can log in to the virtual machine 306 using an
administrator account and password that was established
when the operating system software was installed. However
in a later operation, this administrator account will be
removed, as described below. Computer media that contain
the software installation kits 312 and 314 appear as a virtual
CD 315 or other storage device within the virtual machine
306. The technician can join the virtual machine 306 to a
domain (not shown), if necessary to complete setting up the
virtual machine 306.

Information that is needed by programs that execute on the
virtual machine 306 during the installation of the operating
system, applications, etc. is stored in a directory of tools 316
on the real computer on which the virtual machine project
manager 304 is executing. In addition, the virtual machine
306 is configured to include a virtual CD 318 or other storage
device linked to the directory of tools 316. Consequently,
software executing in the virtual machine 306 can read infor-
mation (on the virtual CD 318) passed to it by the virtual
machine project manager 304. Executable programs (de-
scribed below) are also passed to the virtual machine 306
through the virtual CD 318 for execution within the virtual
machine 306.

For example, the virtual machine project manager 304
includes a tool on the virtual CD 318 to replace, customize or
modify selected portions of the operating system or applica-
tions installed on the generic virtual machine. An operating
system typically includes a graphical identification and
authentication (GINA) or other similar component to imple-
ment an authentication policy of an interactive logon model.
For example, the GINA ascertains if a user is authorized to log
onto acomputer. The GINA is typically invoked as a result of
auser performing a secure attention sequence (SAS), such as
simultaneously pressing the Ctrl, Alt and Del keys on a key-
board. Other SASs, such as an interrupt from a fingerprint
scanner, can be used.

In one embodiment, a tool on the virtual CD 318 replaces
the operating system GINA with a replacement GINA. The
replacement GINA checks user-entered credentials, such as a
username and password. In addition, the GINA normally
establishes a VPN connection between the virtual machine
and an enterprise network and joins the virtual machine to a
domain. However, while configuring the virtual machine 306,
it is sometimes helpful or necessary to isolate the virtual
machine 306 from the enterprise network or the domain. For
example, during portions of the operating system installation,
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the administrator’s password may be blank. However, a
domain policy may prohibit a computer with a blank admin-
istrator’s password from being an active member of the
domain. Consequently, during these portions of the operating
system installation, the virtual machine 306 cannot be con-
nected to the domain.

To accommodate this need, the GINA enables a user (such
as the technician) to select an option, which causes the GINA
to avoid establishing a VPN connection with the enterprise
network. This mode of operation is referred to as “off-line”
mode. In contrast, the default situation, i.e., not selecting this
option and allowing the GINA to establish the VPN connec-
tion, is referred to as “on-line” mode. This option can be
selected by any suitable form of user interface. For example,
the GINA dialog box that prompts for a username and pass-
word can include a check box to select off-line mode. Alter-
natively, a predetermined character, such as a backslash (“\”),
included in the username or another field can invoke the
off-line mode option.

The GINA accepts “pluggable” VPN clients. In this fash-
ion the virtual machine image can be tailored to work with
any of a wide variety of enterprise networks. The GINA for a
particular project is thus equipped with a VPN client appro-
priate to the enterprise network involved.

Once the operating system and applications are installed on
the virtual machine 306 and the technician has made other
changes to make the virtual machine 306 generically suitable
for a group of end-users, an image preparation tool is
executed within the virtual machine 306 to de-configure por-
tions of the operating system. The image preparation tool
accesses information that describes the project and performs
operations of the general type listed in Table 2.

TABLE 2

Typical Operations in Generic Virtual machine Image Preparation

Remove any user accounts that were created

Remove virtual machine from domain

Set administrator account password to a predetermined value,
such as blank

Resize operating system paging file

Clean up virtual machine disk (delete temporary files and other
unnecessary files)

Install SYSPREP program

Create WINBOM.INI file

Create configuration file for starting the VM operating system in
factory mode

The administrator account password is set to a predeter-
mined value (such as blank) to facilitate executing an auto-
matic provisioning process on the virtual machine, when the
end-user firsts starts the virtual machine. The provisioning
process requires administrator privileges, thus the provision-
ing process will need the administrator account password to
log in. The image preparation tool and the provisioning pro-
cess are configured with the same predetermined password
value. Thus, the image preparation tool sets the administrator
account password to the predetermined value, and the provi-
sioning process uses the same password to log in.

To reduce the size of the virtual machine image file, the
image preparation tool adjusts the size of the VM operating
system’s page file, it deletes temporary and other unnecessary
files and it reduces the size of the VM disk. The image prepa-
ration tool sets the page file size to zero, such as by changing
appropriate entries in the operating system registry and
restarting the operating system. When the operating system
restarts, it operates without a page file, and the previously
used page file can be deleted. The image preparation tool then

10

15

20

25

30

35

40

45

50

55

60

65

14

calculates a size for the page file, based on the size of the
(simulated) memory on the virtual machine. The next time the
operating system starts, a page file of this size will be created.

To reduce the size of the VM disk, the image preparation
tool removes unallocated portions of the VM disk so these
portions will not be included in the VM image. In one
embodiment, the image preparation tool reduces the size of
the VM disk by writing a predetermined data pattern, such as
zeros, into the unallocated portions of the VM disk. The
contents of the unallocated portions of the VM disk were
previously unspecified, thus writing the predetermined pat-
tern enables the image preparation tool to distinguish allo-
cated from unallocated portions of the VM disk. The image
preparation tool then deletes the portions of the VM disk that
contain the predetermined data pattern. Consequently, when
the VM image file is produced, only the allocated portions of
the VM disk are included in the VM image.

Software providers typically distribute operating systems
in one form to end users and in another form to value-added
computer resellers (vendors). An operating system for an end
user is typically configured such that the first time the oper-
ating system is started, the operating system prompts the user
for user-specific information, such as a computer name, user-
name, password and time zone. The operating system typi-
cally automatically configures itself for hardware (such as
disk drives, computer network interfaces, etc) that is present
on the computer. This process is commonly referred to as
“hardware discovery.” In addition, the operating system typi-
cally configures itself (such as configuring the size of a paging
file) according to the amount of memory on the computer. For
example, in the Windows operating system from Microsoft,
Inc., this process is referred to as “mini setup.” The operating
system uses user responses to these prompts and automati-
cally determined information to fully configure itself. As
discussed below in connection with an embodiment of the
present invention, the mini setup process can also be driven by
an answer file, rather than accepting user responses and using
hardware discovery.

On the other hand, a vendor typically needs to start an
operating system in order to install software that is to be
bundled with a computer, without executing the mini setup,
because the vendor does not wish to configure the operating
system, i.e., specify the computer name, etc. Software tools,
such as SYSPREP from Microsoft, Inc., enable a vendor to
start an operating system in “factory mode,” i.e., without
executing mini setup. After the vendor installs the bundled
software, the vendor uses SYSPREP to “reseal” the operating
system. Resealing configures the operating system to execute
the mini setup the next time the operating system starts,
presumably when an end-user first starts the computer.

The virtual machine image preparation tool installs
SYSPREP (or equivalent) on the virtual machine and
executes SYSPREP to configure the operating system to start
in factory mode the next time the operating system starts, i.e.,
the first time the operating system starts on the end-user’s
virtual machine. The virtual machine image preparation tool
also creates a WINBOM.INI (or equivalent) file, which will
be used to control operations during the factory mode startup
of'the operating system. The WINBOM.INI includes instruc-
tions to start the provisioning program, such as by invoking a
batch file.

Computer Distribution Medium Generation
After the virtual machine project manager 304 creates the

virtual machine image file 300, a distribution media creator
creates computer media, which can be distributed to end
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users, and/or stores downloadable files on a server, so end
users can download the virtual machine image file, such as via
the Internet. Operations performed by the distribution media
creator are summarized in a flowchart in FIG. 6 and described
in detail below, with reference to a block diagram (in FIG. 7)
of components involved in these operations.

The distribution media creator 700 reads the virtual
machine image file 300 and the project information 310 to
create an ISO image 702 of a computer medium 704 (such as
a DVD disk), which can be distributed to end-users. Alterna-
tively or additionally, the distribution media creator 700
stores one or more files 706 on a server 708 to facilitate
downloading the virtual machine image file by a user 710,
such as via the Internet 712. Typical contents of the distribu-
tion medium 704 (or the downloadable files 706) are summa-
rized in Table 3.

TABLE 3

Typical Distribution Medium Contents

Auto-run program

Virtual machine image file (as a set of files)

Player (virtualization program and related components) (optional)

Project information (encrypted)

Credentials for an administrative account, for use during initial
customization of the VM to a particular user, in joining the
virtual machine to a domain

Distribution medium package contents

The distribution medium creator 700 divides the virtual
machine image file 300 into a set of smaller files, each con-
taining a portion of the virtual machine image file 300. Each
of these smaller files is optionally compressed and/or
encrypted before storing it on the ISO image 702 or server file
706. The virtual machine image file can be large. Thus, stor-
ing the virtual machine image file 300 as a set of smaller files
on the server 708 enables a download to restart at a point of
failure, rather than restarting from the beginning of the virtual
machine image file. Optionally, in a related embodiment of
the present invention, the smaller files may be stored on a
plurality of servers for efficient distribution to users and may
also be distributed using peer-to-peer methods.

As noted, a virtualization program is required to create a
virtual machine from a virtual machine image file. A “player”
is such a virtualization program that includes other capabili-
ties, as described below. The player can be previously
installed on an end-user’s computer or the player can be
distributed with the virtual machine image file on the com-
puter medium 704.

The computer medium 704 includes encrypted project
information, such as the end-user’s virtual machine naming
pattern, virtual machine screen resolution and color depth and
credentials of the account to be used to join a domain. The
computer medium 704 also includes an auto-run program that
automatically executes when a user inserts the computer
medium 704 into his/her computer. This auto-run program
can install the player (if not already installed) and performs
other operations, as described below.

The distribution medium package contents may include
hash values calculated from the files on the distribution
medium, so when the distribution medium is later read, its
contents can be tested for corruption.

Token Generation

The computer medium 704 and the virtual machine image
300 stored on the computer medium 704 is generic. Thatis, no
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user-specific information is stored on the computer medium
704. In addition, the virtual machine 306 that would be cre-
ated from the virtual machine image 300 does not have a user
account, computer name or other provisioning that would
make the virtual machine specific to a particular user. This
provisioning will be performed the first time each end user
starts the virtual machine on his/her respective host computer.
To facilitate this provisioning, a token is created for each user
who may use the computer medium 704. Typical components
used to create the tokens are shown in FIG. 3, and typical
contents of a token are listed in Table 4. Some or all of the
contents of a token may be encrypted and can be decrypted
using a suitably provided decryption key.

TABLE 4

Typical Token Contents

Customer identification (for Internet downloading) (optional)

Project name

Token expiration time and date

End-user username

Key for decrypting virtual machine image

Credentials for an administrative account that can join the virtual
machine to a domain (optional)

A token generator 322 reads the project information 322
and accepts user inputs via a user interface 324 to produce the
token 302. In one embodiment of the token generator 322, the
token is a file that contains the information listed in Table 4
formatted as XML text.

The token generator 322 can be included in an IT organi-
zations automated procedure for establishing a user account
or setting up a user computer.

The token can be provided to the end user via any appro-
priate mechanism. For example, the token can be sent as an
e-mail attachment to the end user. Alternatively, the token can
be provided to the end user on a removable computer
medium, such as a flash memory that is connectable to a
computer port, such as a universal serial bus (USB) port.

As noted, in lieu of distribution of the virtual machine
image by a tangible medium such as a DVD, in another
embodiment of the invention, the end user can download the
virtual machine image from a server 708. In a further embodi-
ment, the server 708 may be employed to store virtual
machine images for several different organizations. The cus-
tomer identification in the token 302 can be used to distin-
guish among these organizations. For example, a URL can be
defined for the location of each organizations’ virtual
machine image file. An end user can browse to the appropriate
URL to begin a download process that includes the virtual
machine image associated with the end-user’s organization.
For example, browsing to URL “XYZ.VThere.net” would
begin downloading the virtual machine image file (and asso-
ciated components) for the XYZ organization. The URL can
be provided to end users via any appropriate mechanism, such
asincluding a hyperlink to the URL in an e-mail message sent
to the end users.

Similarly, in lieu of distributing tokens by e-mail or a
tangible medium, the token may be provided as a part of a
URL itself. Base-64 encoded text that would otherwise be
included in the XML token 302 can be included in the URL
provided to the end user, such as in a parameter postpended to
the URL.

Automatically Provisioning End-User Virtual
Machine

Creating and provisioning an end-user’s virtual machine
requires little end-user interaction. Components related to
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creating and provisioning the virtual machine on the end-
user’s host computer are shown in a block diagram in FIG. 8,
and operations related to creating the virtual machine are
shown in a flowchart of FIG. 9. As noted, the computer
medium 704 includes an auto-run program, which installs
904 the player 800 on the end-user’s host computer 802, if the
player is not already installed. The player installation proce-
dure creates an association between tokens and the player
800, such that if the user invokes a token, the player automati-
cally processes the token. For example, under the Windows
operating system, the player registers the file type of the token
302 (for example, an extension in the form of “.vttok”, to
avoid confusion with other file names in a Windows XP
operating system environment) and specifies the player 800
as the application program to be executed when a file of this
type is invoked.

Thus, when the end-user invokes 906 the token 302, such as
by double-clicking on the token 302 attached to an e-mail
message 804 (or by clicking on a hyperlink to the token
embedded in the message 804), the player 800 begins pro-
cessing the token. The player 800 uses an appropriate decryp-
tion key to decrypt encrypted portions of the token 302. The
player 800 checks the expiration time and date of the token
302. If the token has not yet expired, the player 800 uses the
key included in the token 302 to decrypt (in a process 908) and
copy the virtual machine image file from the computer dis-
tribution medium 704 (or server) to the host computer 802.
The player 800 also copies other information from the token
302 to the host computer 802.

The player 800 uses the decrypted virtual machine image
file 806 to create and start (in process 910) a virtual machine
808. Operations related to the first start of the virtual machine
808 are shown in a flowchart in FIGS. 10A-B. In process
1000, the virtual machine 808 begins executing the operating
system, which has been configured to start (the first time) in
factory mode, causing automatic login with administrative
privileges, and to execute the provisioning program.

Before creating the virtual machine 808, the player 800
opens a listening port. A provisioning program 812 opens (in
process 1004) a connection 813 to the player’s listening port,
so the provisioning program 812 and the player 800 can
communicate with each other over this connection 813. The
player 800 reads (in process 1006) the project information
from the distribution medium 704 and from the token 302 and
sends this information to the provisioning program 812. This
information includes the computer naming pattern, time
zone, screen resolution and color depth and key for decrypt-
ing the virtual machine image. (The player can ascertain the
time zone from the host operating system on the host com-
puter.) The provisioning program 812 uses this information to
create (in process 1008) a SYSPREP.INF file. For example,
the provisioning program 812 generates a name string for the
virtual machine 808 according to the naming pattern specified
by the technician to the virtual machine project manager 304
(FIG. 3). The provisioning program 812 sets a parameter in
the SYSPREP.INF file to prevent the mini setup process from
prompting for user input and performing hardware discovery.
The provisioning program then reseals (in process 1010) the
operating system. Consequently, the next time the operating
system starts, the operating system will perform the mini
setup procedure.

The provisioning program then restarts (in process 1012)
the virtual machine 808, and the operating system starts (in
process 1014) the mini setup procedure. The mini setup pro-
cedure reads the SYSPREP.INF file created earlier. Conse-
quently, the mini setup procedure does not prompt the user for
information or perform hardware discovery. The user may see

10

15

20

25

30

35

40

45

50

55

60

65

18

the mini setup procedure progress, although the user sees the
input fields already filled in with information from the project
information and the token 302.

Once the mini setup procedure completes, the GINA 811
prompts (in process 1016) the user for credentials, such as a
username and a password. Optionally, if needed to establish a
VPN connection between the virtual machine 808 and the
user’s enterprise network, the GINA 811 prompts for addi-
tional credentials, such as a second username, a second pass-
word and a pseudo-random passcode. (An exemplary system
for providing pseudo-random passcodes is available from
RSA Security, Inc., Bedford, Mass. under the tradename RSA
SecurlD authentication.)

The GINA 811 uses the user-entered credentials to estab-
lish (in process 1018) a VPN connection 814 to the user’s
enterprise network 816. If the VPN connection is refused due
to invalid user credentials, the GINA 811 re-prompts the user
and retries to establish the VPN connection using subse-
quently-entered end-user credentials, optionally up to a pre-
determined number of times.

Once the virtual machine 808 is connected via the VPN
connection to the enterprise network 816, the GINA 811
recognizes this as the first time the user has logged on. Con-
sequently, the GINA 811 communicates with the player 800
to obtain (in process 1020) the credentials of an account that
can be used to join the virtual machine 808 to a domain on the
enterprise network. (Typically, the end-user does not have
sufficient privileges to join a computer to the domain.) As
noted, these credentials are stored on the computer medium
704. The virtual machine 808 then executes a program that
joins the virtual machine 808 to a domain, using the creden-
tials stored on the computer distribution medium 704 and
passed to the program by the player 800 via the connection
813. Until the virtual machine 808 joins a domain, the GINA
811 typically can not ascertain the validity of the user-entered
credentials. However, once the virtual machine 808 joins the
domain, the GINA 811 can validate the user-entered creden-
tials, such as by using an identity store, such as a light-weight
directory access protocol (LDAP) server 818 (FIG. 8). An
exemplary identity store is available from Microsoft, Inc.
under the tradename Active Directory system; however, other
suitable identity stores may be employed.

The GINA 811 saves (in process 1022) the user-entered
credentials and restarts (in process 1024) the virtual machine
808. When the operating system restarts, the GINA 811 auto-
matically re-establishes the VPN connection and logs the
end-user in (in process 1026), using the saved credentials. If
any of the user credentials (such as the pseudo-random pass-
code) have expired, the GINA 811 re-prompts for these cre-
dentials. However, if a fob or other device connected (such as
via a USB port) to the host computer 802 can be interrogated
to obtains these credentials, the GINA 811 automatically does
so. Similarly, if software executing on the host computer 802
can be interrogated for these credentials, the GINA 811 does
SO.

When the virtual machine is shut down, the current state of
the virtual machine is saved in the virtual machine image file
806. Once the user-specific virtual machine image file has
been generated by the automated procedure described above,
the virtual machine image file 806 is considered to have been
provisioned to the user.

Virtual Machine Shutdown

Ifthe end-user shuts down the virtual machine 808, such as
by using the operating system’s shut-down procedure, the
next time the user starts the virtual machine 808, the virtual
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machine 808 starts as though it had just been powered up.
That is, the BIOS startup procedure executes, the operating
system starts up and, eventually, the GINA 811 prompts for
user credentials.

In the prior art, if a user simply “closes” a virtual machine
(such as by clicking on a window “close” icon, typically an
“X” in the virtual machine user interface 117 (FIG. 1)), the
virtualization program “powers down” the virtual machine.
In this case, the next time the user starts the virtual machine,
the virtual machine starts as though it had just been powered
up, as described above.

In one embodiment of the player 800 (FIG. 8), the virtual-
ization program is modified to force logout of the user on the
virtual machine if the end-user attempts to close the virtual
machine 808. In one embodiment, if the user attempts to close
the VM, control is passed to the player 800 to effectuate the
logout; in another embodiment, control is passed to the GINA
to effectuate the logout. For example, a portion of the virtu-
alization program that normally shuts down network opera-
tions can be modified (“hooked”) to pass control to another
program. Operations, according to this modification, are
shown in a flowchart in FIG. 11. Rather than virtually pow-
ering down the virtual machine 808, the player communicates
with the GINA 811, which automatically logs the user off (in
process 1100) and disconnects (in process 1102) the VPN
connection. When the logout and VPN disconnection are
complete, the GINA 811 displays a prompt for user creden-
tials and notifies the player 800. At this point, the player 800
saves the state of the virtual machine 808. The next time the
end-user starts the player to create the virtual machine 808,
the virtual machine does not need to perform a bootstrap
operation and start the operating system. Consequently, the
user credential prompt is displayed quickly.

Virtual Machine Startup

Each time the player 800 is invoked to start a virtual
machine 808, the player 800 can perform a variety of checks
and reconfigure itself to account for changes that might have
been made to the host computer 802 on which it executes.
These operations are summarized in a flowchart in FIG. 12
and described below.

Each time the player 800 is invoked to start (in process
1200) a virtual machine 808, the player 800 optionally veri-
fies (in process 1202) that the virtual machine 808 has not yet
expired or has not been revoked. For example, when the
technician built the generic virtual machine 306 (FIG. 3) or
created the token 302 for this end user, the technician could
have specified an expiration date and time for the virtual
machine. If so, this expiration information is stored in the
project information 310 (if it applies to all end-users of this
virtual machine) or in the token (if it applies to only this
end-user). If the player 800 ascertains that a virtual machine
that it is starting has expired, the player 800 displays an
appropriate error message to the end user. Optionally, the
player 800 sends an e-mail or other type of electronic message
to the IT organization that produced the virtual machine
image. This message includes the project identification, end-
user identification and can also include information about the
virtual machine that expired, such as operating system and
application license information. The IT organization can
“recycle” the software license keys and use them on other
computer or otherwise dispose of them. Optionally, the player
800 also deletes the virtual machine image file 806 from the
end-user’s host computer 802.

Alternatively or in addition, each time the player 800 is to
start a virtual machine, the player 800 may access a server
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(not shown) associated with the IT organization that created
the virtual machine. On this server, the IT organization posts
information identifying virtual machines that are revoked or
have expired (or, alternatively, virtual machines that have not
been revoked or have not yet expired). This information can
include the serial number of the virtual machine, end-user
information (such as username), project information or any
other suitable information that can be used to identify one or,
if appropriate, more virtual machines. If the information on
the server indicates that the virtual machine has been revoked
or has expired, the player 800 performs operations similar to
those described above.

Virtual machine expiration and/or revocation enable an IT
organization to more easily manage virtual machines. For
example, an IT organization can issue virtual machines to
employees, contractors, vendors and the like and easily dis-
able those virtual machines, without physically retrieving
anything. This is particularly advantageous in the case of
employees, contractors, etc. who work remotely and may
never be present in the organization’s offices. In contrast, if
the IT organization issued a laptop or deskside computer,
when an employee’s employment terminates or a contractor’s
project ends, the organization must retrieve potentially valu-
able hardware to prevent unauthorized access to the organi-
zation’s applications and data.

In addition, each time the player 800 is invoked to start (in
process 1200) a virtual machine 808, the player 800 option-
ally recalculates (in process 1204) the amount of memory the
virtual machine 808 is to have. In a typical virtual machine
arrangement, the physical memory of the host computer 802
is divided (not necessarily equally) between the virtual
machine and the host operating system. As noted, a technician
specifies to the virtual machine project manager 304 the
amount of (simulated) memory that the virtual machine is to
have. However, if insufficient physical memory on the host
computer 802 remains for the host operating system, the host
operating system and applications that execute under it may
perform poorly or may not execute at all.

To calculate the amount of simulated memory on the vir-
tual machine 808, the player begins with the amount of simu-
lated memory that was specified to the virtual machine project
manager 304. If allocating this amount of physical memory to
the virtual machine 808 leaves an insufficient amount of
physical memory for the host operating system, the player
800 reduces the amount of memory allocated to the virtual
machine 808. For example, if less than a predetermined
amount (such as 256 MB), or an amount calculated based on
the software installed on the host computer, of physical
memory is left for the host operating system, the amount of
memory allocated to the virtual machine is reduced by up to
a predetermined amount (such as %3 of the amount specified to
the virtual machine project manager 304). On the other hand,
if more than the predetermined or calculated amount of
memory is left for the host operating system, the amount of
memory allocated to the virtual machine is increased by up to
a predetermined amount (such as %2 of the amount specified to
the virtual machine project manager 304).

Each time the virtual machine 808 is started, the GINA 811
can perform additional checks to ensure the virtual machine is
authorized, not expired and not revoked. For example, the
GINA 811 can communicate via the connection 813 with the
player 800 to ensure the player 800 was distributed with the
computer medium 704 or is otherwise an approved player.
Because several software suppliers provide players, the
GINA 811 can ensure it operates only with an approved
player. If the GINA 811 detects an unauthorized player 800,
the GINA can optionally shut down the virtual machine 808.
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As noted, when the user enters credentials, the GINA 811
normally establishes a VPN connection 814 between the vir-
tual machine 808 and the enterprise network 816. However
sometimes, it is helpful or necessary to isolate the virtual
machine 808 from the enterprise network 816 or the domain.
Embodiments of the present invention permit the virtual
machine 808 to operate in such an isolated mode. For testing
purposes, for example, the GINA 811 enables a technician to
select the option (described above in connection with gener-
ating the generic virtual machine image) that causes the
GINA 811 to avoid establishing a connection with the
domain; this mode of operation is referred to as “off-line”
mode. In a related embodiment, the user (without invoking
administrative privileges) may be permitted to operate the
virtual machine in a “local” mode, in which the GINA 811
similarly avoids establishing a connection with the domain.

Virtual Machine Operation

While the virtual machine 808 is operating with the VPN
connection 814 to the enterprise network 816, a VM monitor
822 monitors the VPN connection 814. If the VPN connection
814 malfunctions or is dropped (such as a result of an error in
an intervening wide-area network 820, such as the Internet),
the VPN monitor 822 notifies the GINA 811, which automati-
cally re-establishes the VPN connection 814. Optionally, the
GINA 811 displays a message to the user.

Various tools, such as the GINA 811 and the VPN monitor
822, execute in the virtual machine 808 to create and maintain
the virtual machine environment in which applications can
execute. The GINA 811, or alternatively, another program,
causes aggregation of log information from these tools, as
well as log information from the virtualization program, and
sends this log information to the player 800 via the connection
813 between the virtual machine 808 and the player 800. The
player 800 stores the log information in an aggregated log file
824 on the host computer 802, which is accessible even if the
virtual machine 808 is not running or if the virtual machine
808 cannot be started. Significantly, an IT technician can use
the aggregated log file 824 on the host computer 802 to
diagnose problems starting or running the virtual machine
808, even if the virtual machine 808 cannot be started.

To facilitate diagnosing problems in the virtual machine
808, the GINA 811 responds to a predetermined signal, such
as the user simultaneously pressing the Ctrl+Alt+Shift+L
keys, by sending any cached log file information to the player
800.

Portable Virtual Machines

A virtual machine image file 806 can be stored on a por-
table memory device, such as a flash memory, that can be
connected to a computer port, such as a USB port. Such a
virtual machine image file 806 can then be carried by a user
and used on various host computers to create the user’s virtual
machine. For example, if a campus or library were equipped
with one or more computers on which copies of the player 800
are installed, an end user could use any available real com-
puter to host his/her virtual machine. Optionally, if an avail-
able real computer does not have the player installed, the
player could be installed from the portable memory device
prior to launching the virtual machine.

Decentralizing Centralized Services

Computer programs that are typically executed by central
servers in an organization can be distributed to otherwise idle

10

15

20

25

30

35

40

45

50

55

60

65

22

computers using the described virtual machines. For
example, an [T organization can create a virtual machine on
each workstation within an enterprise and, optionally, on
remote workstations. Then, the I'T organization can distribute
software that otherwise would be executed by web servers,
e-mail servers and the like to these virtual machines. Users’
workstations are typically under utilized. Consequently, these
computers typically have sufficient resources to execute the
virtual machines and the services discussed above.

Printing

In the prior art, printing from a virtual machine to a printer
connected to a host computer poses problems. Embodiments
of the present invention provide a range of solutions to these
problems. As shown in FIG. 13, according to the prior art, a
virtual machine 808 can access a printer 1300 that is directly
connected, via a port 1302, to a computer 802 that hosts the
virtual machine 808. The port 1302 may be a USB port, a
parallel port or a serial port on the host computer 802. Control
of'the port 1302 is taken away from the host operating system
and given to the operating system being executed on the
virtual machine 808. Among other disadvantages, under this
scheme, application programs (not shown) being executed by
the host computer 802 cannot print to the directly-connected
printer 1300; only application programs (such as application
1304) being executed by the virtual machine 808 can access
the printer 1300. Furthermore, the virtual machine 808 must
be configured with an appropriate device driver 1306 for the
printer 1300; however, the printer type may not be known at
the time the virtual machine 808 is created or provisioned for
a given user, thus the type of device driver may not be known
when the virtual machine 808 is created or provisioned.
Under these circumstances, the appropriate device driver
1306 must be installed later; however, device driver installa-
tion is typically too complex for an end-user to perform.
Furthermore, the end-user typically does not have required
administrator privileges on the virtual machine 808 to install
a device driver.

In any case, only directly-connected printers are accessible
by the virtual machine 808. The virtual machine 808 cannot
access printers that are connected to the host computer 802
via a network connection (other than printers that are part of
a domain that the virtual machine joins).

These and other shortcomings of the prior art can be over-
come in either of two ways. According to the first way, as
shown in FIG. 14, a virtual printer driver 1400 in the virtual
machine 808 accepts print requests (print jobs) from applica-
tion programs, such as application 1402, being executed by
the virtual machine 808. The virtual printer driver 1400 con-
verts the print job into a file 1404, such as a portable document
format (PDF) file. The virtual printer driver 1400 stores the
file 1404 in a convenient location, such as on the hard disk of
the virtual computer 802 or in the virtual computer’s main
memory (suchas in a“RAM drive”). The virtual printer driver
1400 then sends information about the file and the contents of
the file 1404 to the player 800 being executed on the host
computer 802. The player 800 on the host computer 802 then
queues the file 1404 for printing on any printer that is acces-
sible by the host computer 802. The accessible printers
include directly-connected printers (such as printer 1404), as
well as network-connected printers (not shown). A conven-
tional real printer driver 1406 executed by the host computer
802 handles printing the queued file 1404 in a well-known
manner.

Alternatively, as shown in FIG. 15, a proxy printer driver
1500 is executed by the virtual machine 808. The proxy
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printer driver 1500 communicates with the real printer driver
1406, such as via the player 800 and the link 813 between the
virtual machine 808 and the player 800. In this case, the proxy
printer driver 1500 generates and sends graphic device inter-
face (GDI) commands, or commands in another standard
format, to the real printer driver 1406, and the real printer
driver responds to the commands by printing contents on the
printer 1404 or on a network-connected printer (not shown).

Optionally, the virtual printer driver 1400 or the proxy
printer driver 1500 can log (audit) print requests. Thus, for
each print request, the user and application that requested the
print job, the requested printer, along with an identification of
the files, patient, etc. that are to be printed, as well as the time
and date, can be logged.

In addition, the virtual printer driver 1400 or the proxy
printer driver 1500 can implement a security policy that limits
which users and/or which applications can print data to a local
printer outside the enterprise. Such limitations may be useful
in meeting Health Insurance Portability and Accountability
Act (HIPAA) requirements. In addition, if the printer driver
1400 or 1500 detects an unauthorized attempt to print data,
the printer driver can send a message to a central server (not
shown).

Automatic Token Authorization and
Re-Authorization

Asnoted, when a user logs on to a virtual machine, or when
a VPN connection fails and is reestablished, and a fob, smart-
card, or other device that contains user credentials is con-
nected (such as via a USB port) to the host computer, the
GINA 811 (or a plug-in component associated with the GINA
811) can automatically interrogate the fob or other device
(collectively hereinafter “fob”) for the user credentials. This
interrogation can be accomplished using either of two
schemes. In the first scheme, as shown in FIG. 16A, the port
(such as a USB port 1600) is “passed through” to the virtual
machine 808. That is, control of the port 1600 is taken away
from the host operating system and given to the operating
system being executed on the virtual machine 808. The port
1600 is, therefore, accessible by software being executed by
the virtual machine 808, and the GINA 811 (or the plug-in
component 1604) accesses the fob 1602 via the port 1600.

In the second scheme, as shown in FIG. 16B, the host
computer 802 maintains control of the port 1600, and the
player 800 or another component being executed by the host
computer 802 reads information from the fob 1602 and passes
the information to the GINA 811 (or the plug-in component
1604). As noted, one or more software components being
executed by the virtual computer 808 establish a communi-
cation link 813 with the player 800. The GINA 811 (or the
plug-in component 1604) requests user credentials or other
information from the fob 1602 via this communication link
813.

Integrating Login Information with Host Operating
System

The GINA 811 has been described as prompting for a
username and password as part of an authentication proce-
dure. Optionally or alternatively, the GINA 811 can query the
host operating system for credentials related to the user that is
logged in to the host operating system. For example, as shown
in FIG. 17, if the host computer 802 is part of a domain, and
the host computer 802 accesses an identity store, such as an
LDAP server 818, to authenticate the user, and the virtual
machine 808 is joined to the same domain, the virtual
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machine 808 can query the host operating system, such as a
credentials cache 1700, for the user’s credentials. These cre-
dentials can take the form of a copy of the user’s Kerberos
ticket, for example.

If the host computer 802 is part of a domain, and the host
computer is trusted by the virtual machine 808 to adequately
maintain security, the virtual machine 808 can allow some
interaction between the host computer 802 and the virtual
machine 808 that would be otherwise prohibited. For
example, clipboard copy-and-paste or drag-and-drop opera-
tions between the host computer 802 and the virtual machine
808 may be permitted.

Parallel Sessions with an Integrated Access Server

In hospitals, clinics, doctors’ offices and the like, health-
care providers often use several computer application pro-
grams to access patient data. For example, one application
may provide blood test results, another application may pro-
vide x-ray images and a third application may provide biopsy
test results. Typically, each of these applications requires the
healthcare provider to enter user credentials and to identify a
patient of interest. An “integrated access server” enables the
healthcare provider to log on once and access several appli-
cations. (This is commonly referred to as a “context manage-
ment architecture” (CMA).)

The integrated access server provides the user’s credentials
to each of the applications. In addition, after the user enters a
patient identification, the integrated access server provides
this information to each of the applications, so the healthcare
provider is ensured that all of the applications display results
from the same patient. Typically, applications and the inte-
grated access server operate according to a standard, such as
the Clinical Context Management Specification (CCOW). An
exemplary integrated access server is the Vergence system
from Sentillion, Inc., Andover, Mass. 01810.

Typically, each computer used by a healthcare provider
executes a location service 1800, as shown in FIG. 18. After
the user enters his or her credentials, the location service 1800
provides an identification of the user’s computer 802, such as
the computer’s media access control (MAC) address. The
user’s credentials, together with the computer’s identifica-
tion, form a “session ID” 1802. This session 1D is sent to the
integrated access server 1804, and the integrated access
server 1804 provides access via an enterprise network 1806 to
a shared “data context™ session, which then enables the appli-
cation to access the patient data 1808.

However, a virtual machine 808 has a MAC address that is
distinct from the host computer’s MAC address. Conse-
quently, according to the prior art, the session ID of the host
computer 802 is different than the session ID of the virtual
machine 808. Thus, the integrated access server 1804 treats
the accessing application 1810 on the host computer 802 as
being in a different session than the accessing application
1812 of the virtual machine 808.

In one embodiment of the present invention, the location
service 1814 on the virtual machine communicates with the
player 800 and ascertains the identification (such as the MAC
address) of the host computer 802 or the session ID used by
the host computer 802. Thus, the location service 1814 on the
virtual machine 808 generates a session ID that is substan-
tially identical to the session ID used by the host computer
802. Consequently, the integrated access server 1804 treats
the session of the application 1810 on the host computer 802
as being the same as the session of the application 1812 on the
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virtual machine 808. Of course, the host computer 802 and the
virtual machine 808 can each execute more than one applica-
tion.

Similarly, as shown in FIG. 19, more than one virtual
machine 808 and 1900 can be hosted on a single host com-
puter 802. In this case, the location services 1902 and 1904 in
each of the virtual machines 808 and 1900 communicate with
the player 800 being executed by the host computer 802. The
player 800, or one of the location services 1902 or 1904,
coordinates the session IDs used by the location services
1902 and 1904, such that both virtual machines 808 and 1900
have substantially identical session IDs. Consequently, the
integrated access server 1804 treats the context session for the
application 1906 (which is executed by one of the virtual
machines 808) as the same context as another application
1908 (which is executed by the other virtual machine 1900).

Mapper (Coordinated Patient Identification to
Multiple Integrated Access Servers)

Thus far, parallel sessions between two or more different
(real and/or virtual) computers and a single integrated access
server 1804 have been described. In these contexts, a patient
identification entered by a user identifies a single patient,
regardless of the number or mixture of application programs
being executed by the computers.

A healthcare provider can, however, need to access infor-
mation about a single patient, where the information is stored
in the databases of two or more unaffiliated healthcare facili-
ties. Consequently, a healthcare provider may need to interact
with more than one integrated access server. However, each
healthcare facility, and thus each integrated access server,
maintains data on a different set of patients, and each inte-
grated access server maintains its own set (“universe”) of
patient identifiers. Thus, for example, patient ID 8473625445
in one healthcare facility’s database does not necessarily
represent the same patient as in a different healthcare facili-
ty’s database. Consequently, if parallel sessions are estab-
lished to two or more different integrated access servers,
according to the prior art, a user must enter a patient ID for
each of the integrated access servers. Entering multiple
patient IDs to access data for a single patient is, however,
error-prone. If a healthcare provider inadvertently enters an
incorrect patient ID, the healthcare provider would be pre-
sented with data about two different patients. Similarly, if a
healthcare provider completes working on a first patient’s
data and then selects a second patient in an application that is
connected to one of the integrated access servers, applications
that are connected to the other integrated access server do not
automatically change to the second patient.

FIG. 20 is a block diagram of a system that solves this
problem. The system includes a host computer 802 and a
virtual machine 808. An application 2000 and a location
service 2002 are used to access a first integrated access server
2004 and a corresponding enterprise network 2006 and
patient data 2008. A second application 2010 and a second
location service 2012 executed by a virtual machine 808
access a second integrated access server 2014 and a corre-
sponding second enterprise network 2016 and patient data
2018. Assume that the first integrated access server 2004, the
first enterprise network 2006 and the first patient data 2008
are associated with a first healthcare facility that is not asso-
ciated with the healthcare facility that maintains the second
integrated access server 2014, the second enterprise network
2016 and the second patient data 2018. That is, a patient
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identification used in one of these healthcare facilities cannot
be used in the other healthcare facility to request data about
the same patient.

A “context participant” is executed by the virtual machine.
The context participant joins the same context as the clinical
applications and is able to detect any changes to that context
that may occur, as well as make changes to that context.
Additionally a context participant is executed on the host
computer that wishes to synchronize context. The context
participants communicate via the player 800 to notify each
other of any changes made in other applications.

A “mapper” 2020 is executed by the virtual machine 808.
The mapper 2020 maps or converts a patient identification
that is used in one of the integrated access servers to a patient
identification, for the same patient, that is used in the other
integrated access server using a defined mechanism, such as
the Agent interface defined by CCOW. Thus, if a user enters
a patient identification into one of the applications 2000 or
2010, the mapper 2020 converts the patient identification,
such that the other of the applications 2010 or 2000 displays
information about the same patient, despite the fact that the
information is fetched for the two applications from unaffili-
ated medical facilities. The patient IDs, user IDs and other
context data sent to the multiple integrated access services
2004 and 2014, and that should be synchronized, are said to
be “coordinated.”

In alternative embodiments, the mapper 2020 can be
executed by the host computer 802, or the mapper 2020 can be
included in the player 800, in the location service 2002 or
2012 or in another component. For example, as shown in FIG.
21, a host computer 802 executes two virtual machines 808
and 1900. Each virtual machine 808 and 1900 executes an
application 1906 and 1908 and a location service 1902 and
1904. In this embodiment, the player 800 includes the mapper
2020.

Transferable (Suspended) Virtual Machines

Virtual machines have been described as being executed by
host computers. In many situations, the user’s provisioned
virtual machine executes on the same host computer each
time the user wishes to use an application that is executed by
the virtual machine. Typically, after the user finishes using the
application, the user logs out or shuts down the virtual
machine. However, in other situations, it would be convenient
to suspend the execution of a virtual machine on one host
computer, transfer the virtual machine to another host com-
puter and resume execution of the virtual machine on the
other host computer. For example, a doctor may use a virtual
machine to access clinical applications on a host computer in
the doctor’s office. If the doctor were to be called to an
emergency room (ER), the doctor may find it convenientto be
able to suspend the virtual machine on the office host com-
puter and resume execution of the virtual machine on a com-
puter in the ER, once the doctor reaches the ER.

FIG. 22 is a block diagram of a system that enables users to
suspend execution of virtual machines and transfer the virtual
machines to different (or back to the same) host computers.
An enterprise network 2200 interconnects a plurality of host
computers 2202,2204, etc., a file server 2206 and (optionally)
a compute server 2208. The file server 2206 stores a plurality
of'folders. Each folder can be associated with a particular user
(such as User A, User B, User C, etc., as shown in FIG. 22), a
particular function (such as general practitioner, nurse, physi-
cal therapist, etc.), or the folders can be organized in any other
desired manner. Each folder stores a provisioned virtual
machine image 2210, 2212, 2214, etc. That is, each virtual
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machine image 2210-2214 has been customized, as described
above, for the respective user, function, etc. The folders can
also store other files associated with the users, functions, etc.

When a user wishes to start a virtual machine, the appro-
priate virtual machine image 2210-2214 is read from the file
server 2206 into the user’s host computer 2202-2204. When
the user wishes to suspend the virtual machine, the user issues
a command, such as to the player (not shown in FIG. 22). The
state of the virtual machine is then stored in the appropriate
virtual machine image 2210-2214. The next time the user
wishes to start the virtual machine, whether on the same host
computer or on a different one of the host computers 2202-
2204, the saved state of the virtual machine is loaded from the
file server 2206 into the host computer the user wishes to use.

Optionally, the host computers 2202-2204 can be mini-
mally configured. That is, the host computers 2202-2204
need not include mass storage devices, such as disks. Instead,
the host computers 2202-2204 can start (bootstrap) using files
stored on the file server 2206 and accessed via the enterprise
network 2200. In addition, the host computers 2202-2204 can
execute a minimal operating system, such as Linux, as long as
the operating system supports execution of the player 800
(not shown).

Optionally or alternatively, the user can instruct the file
server 2206 to resume the virtual machine, either directly
after the virtual machine is suspended on the former host
computer or at a predetermined time or upon the occurrence
of a predetermined event. In this case, the saved state of the
virtual machine is loaded from the file server 2206, and the
file server 2206 is caused to execute the virtual machine, such
as shown at 2216 or 2218. Similarly, the user can instruct the
compute server 2208 to execute the virtual machine, as shown
at 2220. In this way, the user can free up the host computer
2202-2204, and the virtual machine can continue executing
on another host processor, such as on the file server 2206 or on
the compute server 2208.

Optionally, if a predetermined type of virtual machine is
suspended, the virtual machine is automatically transferred to
the file server 2206 or the compute server 2208 to continue
execution. For example, ifthe virtual machine executes media
center software (such as the Windows XP Media Center oper-
ating system from Microsoft, Inc.), it may be desirable to
automatically transfer a suspended virtual machine to another
computer for execution, to minimize interruption of the enter-
tainment (music, video, etc.) provided by the media center
software.

If the user wishes to suspend execution of a virtual
machine, but the user is not proximate the host computer that
is executing the virtual machine (or the user cannot conve-
niently issue a command to the host computer), the user
causes a remote procedure call to be placed to the host com-
puter or a trigger file to be created in the appropriate folder on
the file server 2206. The trigger file can contain commands to
suspend execution of the virtual machine, or the mere exist-
ence of the file can cause the virtual machine to be suspended.
For example, the player on a host computer executing a vir-
tual machine can periodically, such as once per second, or
occasionally check for the existence of, or read the contents
of, the trigger file. If the trigger file exists or contains an
appropriate command, the player suspends the virtual
machine and stores the state of the virtual machine in the
appropriate folder of the file server 2206.

Thus, continuing the previous example of the doctor who
was called from his or her office to the ER, the doctor need not
suspend the virtual machine before leaving his or her office.
Instead, once the doctor reaches the ER, the doctor can issue
a command on a host computer in the ER (such as logging in)
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to cause the trigger file to be created and the virtual machine
(which is still executing on the doctor’s office computer) to be
suspended and transferred to the ER computer. In general, a
user can request a suspended or executing virtual machine to
be transferred to any convenient computer, such as to a com-
puter located near the user’s current location, or to a central
computer, such as the file server 2206 or the compute server
2208.

Alternatively, as shown in FIG. 23, instead of storing each
user’s provisioned virtual machine image 2210-2214 on the
file server 2206, each host computer 2202-2204 stores a
generic base virtual machine image 300. (The generic base
virtual machine image 300 is described above with reference
to FIGS. 3 and 7.) In this case, when a virtual machine is first
started, the virtual machine is provisioned (customized to the
user), as described above. When the virtual machine is sus-
pended or shut down, portions of the virtual machine image
that are different from the base virtual machine image 300 are
stored in the appropriate user’s virtual machine differences
file 2302, 2304 or 2306. Subsequently, when the virtual
machine is restarted or resumed, the differences from the
virtual machine difference file 2302-2306 are used, along
with the base virtual machine image 300, to re-create the
virtual machine.

Optionally, as shown in FIG. 24, the virtual machine dif-
ference files 2302-2306 can be stored on the respective host
computers 2202, etc. instead of or in addition to, storing these
files on the file server 2206. If the virtual machine difference
files 2302-2306 are stored on both the file server 2206 and on
the host computers 2202, etc., these files should at least occa-
sionally be synchronized.

Systems and methods above have been described with
reference to a processor controlled by instructions stored in a
memory. Some of the processes detailed above have been
described with reference to flowcharts. Those skilled in the art
should readily appreciate that functions, operations, deci-
sions, etc. of all or a portion of each block, or a combination
of'blocks, of the flowcharts can be implemented as computer
program instructions, software, hardware, firmware or com-
binations thereof. Those skilled in the art should also readily
appreciate that instructions or programs defining the func-
tions of the present invention can be stored or delivered to a
processor in many forms, including, but not limited to, infor-
mation permanently stored on non-writable, computer-read-
able media (e.g. read only memory devices within a com-
puter, such as ROM, or devices readable by a computer 1/O
attachment, such as CD-ROM and DVD data disks), infor-
mation alterably stored on writable, computer-readable
media (e.g. floppy disks and hard drives) or information con-
veyed to a computer through communication media, includ-
ing computer networks. In addition, while the invention may
be embodied in software, the functions necessary to imple-
ment aspects of the invention may alternatively be embodied
in part or in whole using firmware and/or hardware compo-
nents, such as combinatorial logic, Application Specific Inte-
grated Circuits (ASICs), Field-Programmable Gate Arrays
(FPGAs) or other hardware or some combination of hard-
ware, software and/or firmware components.

While the invention is described through the above-de-
scribed exemplary embodiments, it will be understood by
those of ordinary skill in the art that modifications to, and
variations of; the illustrated embodiments may be made with-
out departing from the inventive concepts disclosed herein.
Moreover, while the preferred embodiments are described in
connection with various illustrative data structures, one
skilled in the art will recognize that the system may be
embodied using a variety of data structures. Accordingly, the
invention should not be viewed as limited, except by the scope
and spirit of the appended claims.
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What is claimed is:

1. A method for execution of a virtual machine (VM), the
method comprising:

suspending execution of the VM in response to determin-

ing to suspend execution of the VM, the VM being
executed for a first user;

after suspending execution of the VM, determining a dif-

ference between the VM and a generic VM image,

wherein the difference between the VM and the generic
VM image includes portions of the VM image that are
different from the generic VM image;

storing, in a file server and in a host computer, one or more

indications of the differences between the VM and the
generic VM image that lacks information specific to the
first user or a second user;

maintaining synchronization of the one or more stored

indications of the differences that are stored in the server
and the host computer;
in response to receiving an indication to resume execution
of'the VM, based on the synchronized stored indications
of'the differences that are stored in the server, combining
the difference between a current state of the VM and the
generic VM image to produce a combined VM, and
executing the combined VM on the host computer; and

in response to receiving an indication to resume execution
of'a second VM for a second user, based on the synchro-
nized stored indications of the differences that are stored
in the host computer, combining a difference between
the second VM and the generic VM image to produce a
second combined VM, and executing the second com-
bined VM on the host computer.

2. The method of claim 1, wherein storing the indications
of the differences between the VM and a generic VM image
comprises:

storing the indications on a first computer;

wherein combining the difference between the VM and the

generic VM image comprises:
combining the difference between the VM and the
generic VM image on a second computer; and
wherein executing the combined VM comprises:
executing the combined VM on the second computer.

3. The method of claim 1, wherein suspending execution of
the VM comprises:

suspending execution of the VM on a first computer; and

wherein storing the indications of the difference between

the VM and a generic VM image comprises:
storing the indications on a second computer.

4. The method of claim 3, wherein suspending execution of
the VM comprises:

suspending execution of the virtual machine in response to

a user command issued locally on the first computer.

5. The method of claim 3, wherein suspending execution of
the virtual machine comprises:

suspending execution of the virtual machine in response to

an indication received by the first computer and from the
second computer.

6. The method of claim 3, wherein suspending execution of
the virtual machine comprises:

suspending execution of the virtual machine in response

receiving a remote procedure call at the first computer.

7. The method of claim 3, further comprising:

loading information about the difference between the VM

and the generic VM image from the second computer
onto a third computer, different than the first computer;
and

executing the combined VM on the third computer.
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8. The method of claim 3, further comprising:

executing the combined VM on the second computer.

9. A computer-readable storage device for executing a vir-
tual machine (VM), bearing computer-executable instruc-

5 tions, that when executed, cause operations comprising:

suspending execution of the VM in response to determin-

ing to suspend execution of the VM, the VM being
executed for a first user;

after suspending execution of the VM, determining a dif-

ference between the VM and a generic VM image,

wherein the difference between the VM and the generic
VM image includes portions of the VM image that are
different from the generic VM image;

storing, in a file server and in a host computer, one or more

indications of the differences between the VM and the
generic VM image;

maintaining synchronization of the one or more stored

indications of the differences that are stored in the server

20 and the host computer;

in response to receiving an indication to resume execution
of the VM, based on the synchronized stored indications
of'the differences that are stored in the server, combining
the difference between a current state of the VM and the

25 generic VM image to produce a combined VM, and

executing the combined VM; and

in response to receiving an indication to resume execution
of a second VM, based on the synchronized stored indi-
cations of the differences that are stored in the host

30 computer, combining a difference between the second

VM and the generic VM image to produce a second
combined VM, and executing the second combined VM
on the host computer.

10. The computer-readable storage device of claim 9,

35 wherein storing the indications of the differences between the
VM and a generic VM image comprises:

storing the indications on a first computer;
wherein combining the difference between the VM and the
generic VM image comprises:

40 combining the difference between the VM and the

generic VM image on a second computer; and

wherein executing the combined VM comprises:

executing the combined VM on the second computer.
11. The computer-readable storage device of claim 9,

45 wherein suspending execution of the VM comprises:

suspending execution of the VM on a first computer; and
wherein storing the indications of the difference between

the VM and a generic VM image comprises:

storing the indications on a second computer.

50 12. The computer-readable storage device of claim 11,

wherein suspending execution of the VM comprises:
suspending execution of the virtual machine in response to
a user command issued locally on the first computer.
13. The computer-readable storage device of claim 11,
55 wherein suspending execution of the virtual machine com-
prises:
suspending execution of the virtual machine in response to
an indication received by the first computer and from the
second computer.

60  14. The computer-readable storage device of claim 11,
wherein suspending execution of the virtual machine com-
prises:

suspending execution of the virtual machine in response
receiving a remote procedure call at the first computer.

65  15. The computer-readable storage device of claim 11,
further bearing computer-executable instructions that, when
executed, cause operations comprising:
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loading information about the difference between the VM
and the generic VM image from the second computer
onto a third computer, different than the first computer;
and

executing the combined VM on the third computer.

16. The computer-readable storage device of claim 11,
further bearing computer-executable instructions that, when
executed, cause operations comprising:

executing the combined VM on the second computer.

17. A system for executing a virtual machine (VM), com-
prising:

a processor; and

amemory communicatively coupled to the processor when
the system is operational, the memory bearing proces-
sor-executable instructions that, when executed on the
processor, cause the system at least to:
suspend execution of the VM in response to determining

to suspend execution of the VM, the VM being
executed for a first user;
after suspending execution of the VM, determine a dif-
ference between the VM and a generic VM image,
wherein the difference between the VM and the
generic VM image includes portions of the VM
image that are different from the generic VM
image;
store, in a file server and in a host computer, one or more
indications of the differences between the VM and the
generic VM image;
maintain synchronization of the one or more indications
of the differences that are stored in the server and the
host computer;
in response to receiving an indication to resume execu-
tion of the VM, based on the synchronized stored
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indications of the differences that are stored in the
server and the host computer, combine the difference
between a current state of the VM and the generic VM
image to produce a combined VM, and executing the
combined VM; and

in response to receiving an indication to resume execu-
tion of a second VM, based on the synchronized
stored indications of the differences that are stored in
the server and the host computer, combine a differ-
ence between the second VM and the generic VM
image to produce a second combined VM, and execut-
ing the second combined VM.

18. The system of claim 17, wherein the instructions that,
when executed on the processor, cause the system at least to
suspend execution of the VM further cause the system at least
to:

suspend execution of the virtual machine in response to a

user command issued locally on a first computer.

19. The system of claim 18, wherein the instructions that,
when executed on the processor, cause the system at least to
suspend execution of the VM further cause the system at least
to:

suspend execution of the virtual machine in response to an

indication received by the first computer and from a
second computer, or in response receiving a remote pro-
cedure call at the first computer.

20. The system of claim 18, wherein the instructions that,
when executed on the processor, cause the system at least to:

load information about the difference between the VM and

the generic VM image from a second computer onto a
third computer, different than the first computer; and
execute the combined VM on the third computer.
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